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Decomposition of attitude predicates  

Moulton, Keir. 2015. ‘CPs: Copies and Compositionality' Linguistic Inquiry  
 
1. The classic view on the syntax and semantics of attitude verbs and its issues 
 
 

(1) John believes that Mary danced. 
 
 
 

(2)  

 
 

(3) ⟦believes⟧w0 = lp.lx. "w[wÎDox(x, w0)®p(w)] 
 

(4) ⟦believes⟧ (lw.Mary danced in w) (John) 
 

(5) ⟦(2)	⟧w0 = T iff "w [wÎDox(John, w0)® Mary danced in w] 
 
 
2. The semantic puzzles for the classic picture.  
 
2.1 Nouns and propositions 
 
Fact 1. Propositions can be predicated of some nouns.  
 

(6) The rumor is that Mary danced. 
(7) The story is that Mary danced. 
(8) The idea is that Mary danced. 
(9) The problem is that Mary danced. 

 
Option 1:  
 ‘Is’  is a copular of identity. However:   
 

(6) is T iff ⟦the rumor⟧  = [lw.Mary danced in w] 
(7) is T iff ⟦the story⟧ = [lw.Mary danced in w] 
(8) is T iff ⟦the idea⟧  = [lw.Mary danced in w] 
(9) is T iff ⟦the problem⟧ = [lw.Mary danced in w] 

 
A. Kratzer:  

(10) The rumor is mean  (propositions cannot be mean) 
(11) The story is long and boring (propositions cannot be long and boring) 
(12) The idea is exciting (propositions cannot be exciting) 
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(13) The problem is hard (propositions cannot be hard) 
 
Option 2:  

• This copular is a copular of predication.  
 

• The CP ‘that Mary danced’ is a proposition (type <s,t>).   
 
However:  
 

• In this view, ‘the rumor’ or ‘the story’ would refer to a specific possible word.  
 

• That is implausible: ‘the story that Mary danced’ does not seem to provide enough 
information to differentiate a specific world. There are lots of worlds where Mary danced.  

 
The core idea (Kratzer 2006, 2013):  
 

 
• We introduce a new semantic type c (content individuals). 

 
• Rumors, ideas, stories, problems are special entities that can carry content.  

 
• They are not identical to their content; thus, they can be mean, old, long, and boring. 

 
(14) ⟦idea⟧ = lxc. lw. xc  is an idea in w 

 
(15) ⟦thew1 idea⟧ =  ixc[x is an idea in g(1)] 

 
• ‘The idea’ is both of type c and of type e. 

 
• Given (6)-(9) that-clauses must denote something similar. 

 
• We define a special function CONT that take an individual and the evaluation world and 

returns a set of possible worlds compatible with the content of that individual. 
 

(16) CONT(xc)(w) = {w’: w’ is compatible with the content of xc in w} 
 

• Complementizers are functions the take propositions and return things whose content is 
that proposition.  

 
(17)  ⟦C⟧= [lp.lxc. lw[CONT(xc)(w) = p] 

 
(18) ⟦Mary danced⟧ = lw. Mary danced in w 

 
(19) ⟦that Mary danced⟧ = lxc. lw.[CONT(xc)(w) = lw’. Mary danced in w’] 
 

• ‘that Mary danced’ is of type <c,st>! 
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We got the explanation for the copular construction: the (type e or c) subject DP is predicated of 
the <e,st> type CP (taking be as vacuous).  
 
 

 
(20) ⟦the idea is that Mary danced⟧ = lw.[CONT (ixc[x is an idea in w])(w) = lw.’ 

Mary danced in w’]  
	
 

Fact 2. Propositions can appear inside DP!  
 
Now we can also straightforwardly account for things like (21): 

 
(21) The rumor that Mary danced is unbelievable. 

 
(22) [thew1 [rumor [that Mary danced]]] 

 
‘Rumor’ and ‘that Mary danced’ have the same semantic type. They can combine via predicate 
modification.  
 

(23) ⟦rumor⟧ = lxc. lw. xc is a rumor in w 
 

(24) ⟦that Mary danced⟧ = lxc. lw[CONT(xc)(w) = lw’. Mary danced in w’] 
 
 

(25) ⟦rumor that Mary danced⟧ = lxc. lw.  xc  is a rumor in w & CONT(xc)(w) = lw’. 
Mary danced in w’ 
 

(26) ⟦thew1 rumor that Mary danced⟧= ixc [xc  is a rumor in g(1) & CONT(xc)( g(1)) = 
lw’. Mary danced in w’] 

 
 
Fact 3. Some of the attitude verbs combine with Content DPs! 
 
 
Now, some of the attitude verbs combine with Content DPs! 
 

(27) John believes the rumor that Mary danced. 
 

(28) John reported the rumor that Mary danced. 
 
This means we need the following entries for them: 
 

(29) ⟦believe⟧ = lxc.ly.lw. y believes xc in w 
 

(30) ⟦John believed the rumor that Mary danced⟧= 
 lw. John believes in w [ixc [rumor(xc)(w) & CONT(xc)(w) = lw’. Mary danced in w’] 
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Fact 4. Attitude verbs combine ‘so’, but nouns don’t. 
 
 

(31) John believes so. 
 

(32) *The belief so  
 

‘So’ is a referential expression that refers to an entity with content.  
 

(33) ⟦so1⟧ =g(1) 
 

(34) ⟦(31) ⟧g=[lxc.ly.lw. y believes xc in w](g(1))(John)=lw. John believes g(1) in w 
 

(35) ⟦belief⟧=lxc. lw. xc is a belief in w 
 
 

(36) ⟦belief so⟧ =  lw. (g(1)) is a belief in w 
(37) ⟦the⟧ = lP<s,ct>. lw. ix[P(x)(w)] 
(38) ⟦the belief so⟧ Clash! 

 
So what about (39)? 

 
(39) John believes that Mary danced. 

 
 

 
2. Intensional verbs never take a proposition as their argument 
 
Propositional attitude verbs do not take a proposition or the denotation of a CP their argument. 

Evidence from nominalization 
 
There is a similarity between the behavior of the content nouns and the nominalizations of the 
attitude verbs. 
 

(40) The belief is that Mary danced. 
(41) The claim is that Mary danced. 
(42) The complaint is that Mary danced. 
(43) The suspicion is that Mary danced. 

 
There is a special type of nominalization in English ‘object nominalization’ (Grimshaw 1990), 
where the denotation of the noun is the theme of the nominalized verb. 
 

(44) Assignment = ‘the thing that is assigned’ 
 
Different types of object nominalizations have different properties. 
 

• Argument structure nominal (ASNs) 
Can take modifiers like ‘in three hours’  ‘for several weeks’  
 

(45) The total destruction of the city in two days appalled everyone. 



 

	 5	

(46) Only observation of the patient for several weeks can determine the most likely 
course of action.  

 
• Non-argument structure nominal (NASNs) 

 
Do not take internal argument and cannot be modified by modifiers: 
 

(47) *The total destruction in two days was widespread. 
(48) *Only observation for weeks can determine the best course of action.  

 
Generalization: only if a nominalization has an internal argument, it is possible to add a temporal 
modifier like in two days.  
 
We can use this to test for the presence of an internal argument in attitude report nominalizations 
 

(49) I decided that he was a fraud in 5 minutes. 
(50)  *My decision that he was a fraud in 5 minutes was impressive. 
(51)  *My decision in 5 minutes that he was a fraud was impressive. 

 
(52) John proved that he was competent in only a few minutes.  
(53) *John’s proof that he was competent in only a few minutes impressed me. 
(54) *John’s proof in only a few minutes that he was competent impressed me. 

 
(55) I explained in under an hour that I was innocent.  
(56) *My explanation that I was innocent in under an hour annoyed everyone 
(57) *My explanation in under an hour that I was innocent annoyed everyone.  

 
 

(58) John claimed for years that the earth was flat.  
(59) *John’s claim for years that the earth was flat annoyed me.  

 
 

(60) John believed that the snow is green for 10 years.  
(61) *John’s believe that the snow is green for 10 years annoyed me.  

 
 

• Their CP complement is not an argument, otherwise we could do the modification with a 
temporal adverbial. 

 
 

• This supports the idea that the underlying Vs in those cases also do not take CPs as 
arguments. 

 
 

An attitude verb looks for an argument of type e (the one with a propositional content) and it 
cannot compose with a CP! 
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(62)  

 
 
3. How do attitude verbs compose with that-clauses? 
 
‘Remnant movement’: 
 
There is a movement of a CP followed by the movement of a VP that syntacticians observed 
long ago.  
 
Zwart (1993): 

(63)  

 
(64)  

 
In English:  
CP arguments, unlike DPs, must appear after other arguments  and verbal modifiers.  
 

(65) Did [Sally’s mentioning to the doctor that there will be a problem] surprise you?  
(66) *Did [Sally’s mentioning that there will be a problem to the doctor] surprise you?  

 
(67) Did [Sally’s saying quietly that there will be a problem] surprise you?  
(68)  *Did [Sally’s saying that there will be a problem quietly] surprise you?  

318 K E I R M O U L T O N

evidence from reconstruction effects in Moulton 2013, which shows that CP complements of
nouns may bleed Condition C in the way that modifiers do (cf. Van Riemsdijk and Williams
1981, Freidin 1986).

CP proforms, on the other hand, do serve as arguments. That is why they cannot combine
with non-argument-taking nouns/nominalizations. They saturate, which suggests that they are
type e (individuals with propositional content). If they combine by Function Application with an
NASN, this returns a proposition, not the semantic type of a common noun, and they are therefore
ruled out.

(48) a. *the claim/belief/guess/explanation so
b. *![nP explanation so]" ! !w!e.explanation(so)(e)(w) #s,t$

Nominalization has taught us something very important about that-clauses: they do not saturate,
but CP proforms do. The explanation I have offered here gives that-clauses a predicative semantic
type. This conclusion, of course, has implications for CP complements of verbs. If clause-taking
verbs select for terms of type e (individuals with propositional content), and we limit ourselves
to standard modes of composition, that-clauses will not combine with verbs, as (49) illustrates.14

(49) VP: type clash!

V: !e!l,st""
!xc!e!w.explain(xc)(e)(w)

CP: !e,st"
!xc!w.CONT(xc)(w) " that Fred left

that Fred left

At this point, one can imagine many possibilities. Maybe clause-taking verbs select proposi-
tions after all? That seems unlikely given the above evidence: the kinds of object nominalization
formed by clause-taking verbs suggest that their internal arguments denote individuals with propo-
sitional content. Furthermore, the null hypothesis is that that-clauses have a uniform denotation
across environments.15 One temptation, of course, is to shift the denotation of that-clauses when

14 Chung and Ladusaw (2004) argue for a mode of composition, Restrict, which combines these very types. Indeed,
this was the route Kratzer (2006) initially took to compose V and her CPs. Here I take a different route—movement—which
I believe is worth exploring for its syntactic predictions. Needless to say, Kratzer’s (2006) conjecture about CPs should
be kept distinct from the syntactic claims about it that I am making here.

15 The distribution of null complementizers is often used to separate CP complements of V and A from CP comple-
ments of N (Stowell 1981, Pesetsky and Torrego 2002). But naturally occurring examples of CP complements of N with
null Cs are plentiful.

(i) a. The fact there was no bus made it more acceptable.
(http://www.csnchicago.com/pages/hawktalk)

b. . . . in the belief he was buying a kilo of skunk cannabis
(http://www.bedfordshire.police.uk/ . . . /280610_luton_drug_deal.html)

Judgments are variable here, which contrasts sharply with the obligatory nature of that in sentential subjects (*(That)
Sue left surprises me). In distinguishing sentential subjects on the one hand from complements of N, V, and A on the
other, the present proposal divides the phenomena in the right place.
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only does the contrast between (57) and (56) cast doubt on extraposition, it highlights that the
rightward position of CPs cannot be due to pressures against center-embedding alone.

Binding effects cast further doubt on rightward extraposition (Zwart 1993; cf. Büring and
Hartmann 1997). Datives in the matrix clause c-command into CP complements, binding variables
and creating Condition C violations.

(58) a. . . . weil der Direktor [jeder Putzfrau]i persönlich mitteilte [dass siei

. . . because the director each cleaning.lady personally told that she
entlassen sei].
fired was
‘ . . . because the director told each cleaning ladyi personally that shei was fired.’

b. * . . . weil der Direktor ihri persönlich mitteilte [dass die Putzfraui

. . . because the director her personally told that the cleaning.lady
entlassen sei].
fired was
‘ . . . because the director personally told heri that the cleaning ladyi was fired.’
(Bayer 1995:56, (17a–b))

Zwart (1993) and others working in an antisymmetry framework (Kayne 1994) take the extraction
and binding facts to support the Base Analysis, which strands the CP in complement position
(assuming a VO base) and moves other arguments left of the verb. But the Base Analysis analysis
cannot be quite right either. For one, CPs follow higher verbal heads, like auxiliaries.

(59) a. . . . weil er gesagt hat [CP dass Claudia Hans geküsst hat].
. . . because he said has that Claudia Hans kissed has
‘ . . . because he said that Claudia kissed Hans.’

b. * . . . weil er gesagt [CP dass Claudia Hans geküsst hat] hat.
. . . because he said that Claudia Hans kissed has has

Hinterhölzl (1999) provides a strong empirical argument for an alternative derivation that involves
leftward movement of the CP out of its selecting phrase, followed by remnant movement of that
phrase (see also Koopman and Szabolcsi 2000:136–137, for Dutch). Hinterhölzl shows that this
is the only way to accommodate the following pattern with CP complements of adjectives in
German:

(60) a. . . . ohne [AP froh] zu sein, dass der Hans nicht kam.
. . . without happy to be that the Hans not came
‘ . . . without being happy that Hans did not come.’

b. * . . . ohne [froh dass der Hans nicht kam] zu sein.
. . . without happy that the Hans not came to be

(Hinterhölzl 1999:101, (25))
c. [[AP froh tCP] zu sein [CP dass der Hans nicht kam] [tAP]]

Hinterhölzl first argues that the position of the adjective in (60a) is a result of AP-movement to
the left of the infinitival marker zu. But the CP cannot front with the AP (60b). This is unexpected
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on the Base Analysis. The only derivation that can produce (60a)—aside from a rule of rightward
extraposition, which we saw was inadequate for other reasons—is a remnant analysis, as shown
in (60c). The CP must be forced to evacuate the AP before the latter fronts. Hinterhölzl was
assuming that sein ‘be’ selects the AP to its right, and the surface order is derived by AP-
movement. We do not need to adopt antisymmetry assumptions like these to appreciate why
remnant movement is needed. Assuming, as I will hereon, that the German VP is right-headed,
(60a) must involve leftward movement of the CP out of the sein-phrase, followed by remnant
movement of [tCP froh zu sein]. Extending this to (59a), the remnant that moves leftward must
be larger than the verb phrase. I identify it in (61) as Aspect Phrase (AspP).

(61)

AspP

CP
Asp
hat

vP

er gesagt
dass Claudia Hans geküsst vP Asp0

hat

AspP

er [dass Claudia Hans geküsst] gesagt

Somewhat similar derivations for CP complements have been advocated in Kayne 2005. In the
next section, I will add another piece of evidence from English to support this remnant movement.

3.2 Further Evidence for a Remnant Analysis of CP Position

CP complements, unlike other truly extraposed constituents, have an effect on the verb phrase
that is unexpected if CP complements remained in situ or merely extraposed rightward: they
prevent P-stranding from within the VP they move out of (62) (Stowell 1981, Wexler and Culicover
1981).18 Heavy NP shift (HNPS) has the same effect (63).

(62) a. *Who did you say to that I would buy the guitar?
b. *Who will Andrew disclose to that he is married?

(Stowell 1981:208, (177))

18 These examples were first cited as one kind of violation of the Clause Nonfinal Incomplete Constituent Constraint
(Kuno 1973:381).
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(69)  

 

 
 
Moulton: this movement is needed to resolve the type mismatch. 

(70)  
 

 
(71) ⟦perfect⟧ = lP<l,st>lt.lw. $e[P(e)(w) & t(e)<t] 
(72) ⟦perfektive⟧ = lP<l,st>lt.lw. $e[P(e)(w) & t(e) Ít] 
(73) ⟦imperfektive⟧ = lP<l,st>lt.lw. $e[P(e)(w) & t(e) Êt] 
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us toward a different conclusion—that movement resolves this tension. Finite clausal complements
generally occur rightmost in the verb phrase. This fact can be best appreciated in Indo-European
OV languages, like German (15), where CPs obligatorily extrapose, while DPs and PPs do not.

(15) a. Wir haben [DP Peters Behauptung dass er zu Hause gewesen sei] überprüft.
we have Peter’s claim that he at home been was checked
‘We checked Peter’s claim that he was at home.’
(Büring and Hartmann 1995:188, (18b))

b. *. . . weil er [CP dass Schnaps gut schmeckt] gesagt hat
. . . because he that schnapps good tastes said has
‘ . . . because he said that schnapps tastes good.’
(Büring and Hartmann 1995:201, (49a))

c. . . . weil er gesagt hat [CP dass Schnaps gut schmeckt]
. . . because he said has that schnapps good tastes
‘ . . . because he said that schnapps tastes good.’
(Büring and Hartmann 1995:201, (49b))

I propose that the right-peripheral position of that/dass-clauses results from the type clash
they create in object position. They must move to leave a copy that denotes the right type to
saturate the clause-taking verb. But as I will show in detail, CP-movement alone will not resolve
the type clash. And, correlatively, it turns out that the syntactic evidence suggests a yet more
complex story for (15) is needed anyway—the right-peripheral position of that-clause comple-
ments cannot be merely the result of rightward extraposition. Various researchers, in particular
Hinterhölzl (1999), have argued that CP positions result from two movements: leftward movement
of the CP, followed by leftward remnant movement of the verb phrase. I will review evidence
for this approach and I will add further evidence for English from freezing effects (Stowell 1981,
Wexler and Culicover 1981). I will argue that the remnant that moves is the phrase projected by
Aspect, AspP. The target syntax is (16) (overstriking indicates unpronounced copies).

(16)

AspP

CP AspP

that pigs do fly

John explain that pigs do fly

John explain that pigs do fly

This syntax is baroque, of course, but we will see that it fares better than conventional extraposition
analyses (Stowell 1981, Büring and Hartmann 1997) and early antisymmetry analyses (Zwart
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(2006) and Kim (2007) argue for Aspect movement for independent reasons.23 Now, we have
seen that the syntax moves the that-clause to the position between the launching and landing sites
of AspP. Here it triggers Predicate Abstraction. Given that the event argument is saturated, this
Predicate Abstraction will give the CP a sister of type !e,st"—a node with which it can combine
by Predicate Modification as in (88). I assume Existential Closure (EC) is available at the edge
of verbal phrases (Diesing 1992) to close off the content argument xc. I will implement EC as
!, defined in (87).

(87) #!$ ! !P!e,st"!w.!x[P(x)(w)]

(88)

Asp0 !l,st"

!2 !s,t"

!1 !s,t"

2 vP: !l,st"

" !e,st"

CP: !e,st"

. . .

. . . CP1 . . . 

!e,st"

A full composition is given in (89b) (I omit the restriction of the lower CP copy for brevity in
higher nodes).

23 There have been similar claims about the semantic effects of head movement (Lechner 2006, Szabolcsi 2010).
Von Stechow (2002), following Heim (2001), argues that attitude verbs are verbal quantifiers.
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(74)  

 
(75) [complain <e, lst>  CP<e,st>] – cannot compose  

 
Now we can interpret the vP: 

(76) [AspP CP [ 1 [AspP Asp [vP Dave [v [VP complain<c,lst> [t1c] ]...]  

A part of the aspectual phrase reconstructs:  

(77)  

 

 

 

4. Why That-Clauses Move No Further 

One ingredient is the well-documented fact that EC sits at the edge of the verb phrase (Diesing 
1992). This explains why the that-clause moves only as low as it does; if it moved further, and 
did not fall under EC, the composition would fail. 
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(89)

AspPb.

a. John explained that Fred left.

Asp0 !e!w."xc[John explained(xc)(e)(w) &
CONT(xc)(w) # that Fred left]

!w."xc[John explained(xc)(2)(w) &
CONT(xc)(w) # that Fred left]

!1

2

!2

CP: !xc!w.CONT(xc)(w) # Fred left

!xc!w.John explained(xc)(2)(w) &
CONT(xc)(w) # that Fred left

!xc!w.John explained(xc)(2)(w)

AspP: !w.John explained(1)(2)(w)

vP: !e!w.John explained(1)(e)(w)

!e!w.John explained
(1:1 # that Fred left)(e)(w)

"

To recap, through two applications of movement (along with the attendant effects of CNTC
and predicate abstraction), there is a node that denotes just the thing that-clauses can combine with.
Essentially, we have created a noun meaning (a property) out of the verb phrase by ‘‘temporarily’’
saturating the vP’s event argument. Copy theory allows one that-clause to simultaneously compose
in two different ways: one copy saturates the verb, as is required by the Projection Principle, and
the other copy modifies a node of the same type, as is required by the basic type of that-clauses.24

The type clash is resolved, and in a way that is reflected in the overt syntax. Indeed, the fact that
the movements resolve the type clash provides a motivation for the remnant movement proposed
by Hinterhölzl (1999). Like work that uses complex movements to derive word orders (Kayne

24 The semantics of an attitude ascription remains standard (Hintikka 1969).

(i) John believes that Fred left. (evaluated at w0)
a. !e!xc[Holder(John)(e)(w0) & believes(xc)(e)(w0) & CONT(xc)(w0)!Fred left]
b. Dox(!x[Holder(x)(e)(w0)])(w0) ⊆ CONT(xc)(w0)

∴ Dox(John)(w0) ⊆ "w": Fred left in w"#
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(83)

AspP

CP AspP

that pigs do fly

John explain that pigs do fly

John explain that pigs do fly

To interpret this tree, we must ask what the semantic pieces are. The head of AspP is the verbal
functional head Viewpoint Aspect (Smith 1991), which is a quantifier over events. It locates the
running time of an event with respect to a reference time t (Klein 1994). Here are some standard
denotations for aspectual heads of different values (Kratzer 1998):22

(84) a. !perfect" ! !P#l,st$!t!w.!e[P(e)(w) & "(e) # t] ##l,st$,#i,st$$
b. !perfective" ! !P#l,st$!t!w.!e[P(e)(w) & "(e) ⊆ t] ##l,st$,#i,st$$
c. !imperfective" ! !P#l,st$!t!w.!e[P(e)(w) & "(e) ⊇ t] ##l,st$,#i,st$$

Since Aspect is a kind of quantifier, we should look to the behavior of other overtly moved
quantifiers. Take wh-movement. A wh-word pied-pipes its complement, but the semantics inter-
prets the various pieces in different copies. This familiar profile of wh-movement, schematized
in (85b–c), accounts for the bound variable interpretation in (85a).

(85) a. Which book about himi should nobodyi read?
b. [DP which book about himi] should nobodyi read [DP which book] PF
c. [DP which] !1 should nobodyi read [DP 1 book about himi] LF

The quantificational wh-word is interpreted in the high copy, while its NP restrictor/complement
is interpreted in the low copy (Chomsky 1995). That is, pied-piped constituents are interpreted
as though they never moved (von Stechow 1996). Aspect movement has a similar profile. The
vP is pied-piped with the Aspect head, but it is interpreted low. The Aspect head is interpreted
high, binding a variable in the lower copy.

(86) a. [AspP Asp0 VP] . . . [AspP Asp0 VP] PF
b. [AspP Asp0] !2l

. . . [AspP 2l VP] LF

Consider, now, how such a structure is interpreted. Like a quantifier, Asp0 leaves a low-
type variable, which in its case denotes an event. This bound event variable can saturate the event
argument slot of the vP, which returns a node of type #s,t$. This is not an innovation: Hacquard

22 I must leave to future research the exact morphological spell-out of Asp. I do not wish to suggest that the denotation
for perfect in (84a) corresponds one to one with auxiliary haben ‘have’ in German, for instance.
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(78)  

 
 

5. What about that-clauses that can move leftwards? 

Sentential subjects and topics must rely on a DP strategy to move.  

(79) *That it is raining, John complained/boasted/agreed/convinced me  
(80) That it is raining, John believes/knows/expects. 

 

(81) John believes/knows/expects that it is raining. 
(82) John believes/knows/expects that. 

 
 

 
(83) John complained/boasted/agreed/convinced me that it is raining. 
(84) *John complained/boasted/agreed/convinced me that. 
(85)  
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(93)

CP: !e,st" !e,st"

Asp0

T#: !s,t"!3

!1 type clash!

" !s,t"

T[past]: t AspP: !i,st"

TP: !e,st"

!l,st"

CP3: e !e,st"

!2 !s,t"

1 !l,st"

explain: !e!l,st"" CP2: e

There is one other derivation to consider, in which the CP undergoes semantically vacuous move-
ment from this intermediate position. Semantically vacuous movement (sometimes described as
movement that undergoes total or radical reconstruction) would allow the CP to move to subject
or topic position, but be interpreted just below EC. (The dotted arrow indicates semantically
vacuous movement.)

(94) [CP . . . " [CP!e,st" . . . CPe]]

This derivation composes semantically, so what rules it out? This is a question that all accounts
of CPs that I am aware of must face. To rule out semantically vacuous CP movement, Takahashi
(2010) suggests the following general principle of economy: semantically vacuous movement is
blocked for a phrase if that phrase can also undergo semantically nonvacuous movement. However,
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wear ‘‘their LF on their sleeves,’’ Bobaljik and Wurmbrand (2012) have argued for a universal
but violable constraint that requires a correspondence between scope and word order. This idea
has been expressed in various ways, including Bobaljik’s (2002) Minimize (LF:PF) Mismatch,
Diesing’s (1997) Scope Principle, and Bobaljik and Wurmbrand’s (2012) Scope Transparency
(ScoT). Bobaljik and Wurmbrand (2012) argue, in fact, that a language may vary from construction
to construction in whether ScoT can be violated in service of other constraints. From this perspec-
tive, in the absence of mitigating factors the behavior of CPs is expected: they are interpreted
where they are pronounced. In fact, we have seen corroborating evidence for this: the type-
repairing movements that CPs undergo are overt (as is AspP-movement). Again, this fits the
general and expected picture from the crosslinguistic perspective, which favors overt movement
to resolve type clashes and prevents semantically vacuous movement.

CPs differ in this respect from English DPs, which can undergo semantically vacuous move-
ment and QR. The proposal, which likens CPs to weakly quantified arguments, nudges us closer
to an explanation. It also reframes the question. From Bobaljik and Wurmbrand’s perspective,
we would ask what construction-/category-specific factors can and cannot override ScoT. In fact,
the burden of the explanation may be in understanding why DPs in English can undergo QR and
move semantically vacuously, not why other categories like CPs can’t.

Returning to CP proforms, they saturate in complement position. They are not trapped below
EC; they are type e and in this respect move like a DP. (As a reviewer points out, more needs
to be said about so, given its propensity to move like an operator in other contexts.) Sentential
subjects and topics must rely on a DP strategy to move. Following Koster (1978), Alrenga (2005)
recruits a null DP operator and base-generates the CP high (antireconstruction evidence for this
analysis can be found in Moulton 2013). To deliver a proposition, a sentence-level ! is required.

(97) a.

b. !w"xc[[CONT(xc) # Fred left] & John could not believe xc in w]

[that Fred left] Op!xc
 John could not believe xc

Berman (1996) contends that sentential subjects and topics are clitic left-dislocated. If that’s true,
then evidence for this high existential quantification may come from existentially interpreted bare
nominals that may undergo clitic left-dislocation in Italian; see footnote 26.

Here, then, is an analysis of that-clauses that reconciles their paradoxical behavior: they can
combine with nouns that do not take arguments at all, but they can saturate verbs that do require
their internal arguments. Instead of positing an ambiguity for that-clauses, I have shown how
movement reconciles this behavior. At the same time, the analysis correctly rules out movement
of bare that-clauses beyond AspP. The next section details a number of other benefits of the
analysis.

5 Further Benefits

5.1 Extraction from CP

As discussed in section 3, facts about extraction and binding have often been used to argue against
an extraposition analysis of CP complements. As shown by (58), CP complements are low for
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6. Crosslinguistically 
 

Some clauses can be saturators.  

Korean:  

• ko-clauses do not need to move 
• ko-clauses cannot combine with content nouns  
• They have the same type as’ so’ 

(86)  

 
 

• English exceptional case-marking (ECM) complements appear to be in-situ saturating 
clausal arguments, too.  

• This is confirmed by their inability, in which they contrast with that-clauses, to combine 
with NASNs  

(87) *Sue’s belief (of) Mary to be wicked cool. 

 
 
 

336 K E I R M O U L T O N

complement CPs occupy preverbal position. Why don’t they trigger the kinds of movements Indo-
European CPs do? First, many of the CPs that appear preverbally in OV languages like Korean
and Japanese are nominal (Hiraiwa 2010), and so their DP distribution is unexceptional. More
interesting are those preverbal CPs that do not have nominal characteristics, such as Korean CPs
headed by the complementizer ko (104a). The present account entails that this (nonnominal)
clause can occupy a typical preverbal complement position precisely because it is a saturating
CP. This makes the prediction that unlike familiar Indo-European CPs, ko-clauses will not be
able to combine with non-argument-taking nouns. This prediction is borne out: ko-clauses cannot
combine with content nouns (104b).

(104) a. Mina-ka [Swuna-ka ku mwuncey-lul phwul-ess-ta]-ko
Mina-NOM Swuna-NOM that problem-ACC solve-PAST-DECL-C

cwucangha-yess-ta.
claim-PAST-DECL

‘Mina claimed that Swuna solved the problem.’
b. *[Swuna-ka ku mwuncey-lul phwul-ess-ta]-ko cwucang

Swuna-NOM that problem-ACC solve-PAST-DECL-C claim
‘the claim that Swuna solved the problem’
(Chung-hye Han, pers. comm.)

Ko-clauses are in-situ saturators. Relatedly, English exceptional case-marking (ECM) comple-
ments appear to be in-situ saturating clausal arguments, too. This is confirmed by their inability,
in which they contrast with that-clauses, to combine with NASNs (Kayne 1984).

(105) *Sue’s belief (of ) Mary to be wicked cool

Korean ko-clauses, although finite, are like ECM complements in being transparent for A-move-
ment, as exhibited by the following raising-to-object construction:

(106) John-un Mary-lul mitep-ta-ko sangkakha-n-ta.
John-NOM Mary-ACC reliable-DECL-C think-PRES-DECL

‘John thinks Mary to be reliable.’
(Hong and Lasnik 2010:281, (40))

I speculate that what regulates raising is the semantic status of the complement clause: raising is
possible from CPs that saturate in situ. This just happens to correlate with tense in most Indo-
European languages. This offers a fresh perspective on raising-to-object/ECM, one that is depen-
dent neither on case nor on tense.

6 Conclusion

This article has offered a general theory of CPs and their distribution. It did so by giving a
principled explanation for the contrasts between that-clauses and CP proforms. Those contrasts
made it clear that the ability of that-clauses to combine with nouns (unlike CP proforms) must


